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ABSTRACT

Speech recognition can be considered as one of the promising techniques. The
world's technology behemoths put voice-enabled devices at the heart of their
strategy, and as a result, speech recognition has become one of the most active
areas of research. Although feature extraction and likelihood evaluation
techniques have been developed and improved over the last decade, they still lack
innovation. In this research paper, Multivariate Hidden Markov Model (HMM)
investigates the performance of conventional features of perceptual linear
production (PLP) and RASTA-PLP to design a robust and reliable Arabic speech
recognition system (ASR). For training and testing purposes, the proposed system
was evaluated using different noisy data sets of human voice. These small
vocabulary isolated speech data set contains the pronunciations of 24 Arabic
words. Consonant-Vowel Consonant-Vowel Consonant-Vowel (CVCVCV)
structure was recorded from 19 Arabic native speakers, with each speaker saying
the same word three times (1368 words). Data is saved separately in a wave file
format sampled with 48k sampling rate and 32 bits depth. The system was trained
in phonetically rich and balanced Arabic speech words list, 10 speakers * 24 words
* 3 times, 720 words total and tested with 9 speakers * 24 words* 3 times *, 648
words total). Using test data word vocabulary, the system obtained a very good
word recognition accuracy result of 93.82% using PLP and 95.06% using
RASTA-PLP.

Keywords:Feature extraction, likelihood evaluation, speech recognition, Hidden
Markov Model, word error rate.

1.INTRODUCTION

Speech Recognition Software ASR distinguishes the speech machine [1]. As

illustrated in Figure 1, signal modeling extracts acoustic features from an input
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speech signal using a specific algorithm, and then a statistical model matches
these features to generate recognition results using classifier techniques [2]. The
speech signal is extracted in the front-end into several short frames of 10 to 30
ms length that reflect several useful physical characteristics. The same processes
were repeated for all subsequent frames, with a new frame typically overlapping
its predecessor by 10 ms to generate a sequence of feature vectors. The back-end
selects the most likely words from the trained set and applies statistical modeling
to calculate the maximum likelihood. The main challenge involved in designing
speech recognition system is to selectthe signal and statistical model, in addition
to that, the noise factor considered as a major problem in speech recognition [3].
The goal of this research is to test the effectiveness of noise on features using
PLP, RASTA-PLP, and a multi-variate HMM classifier .

The following is how this paper is structured: Section 2: Describe ASR Modules
Section 3 discusses the details of the feature extraction techniques PLP and
RASTA-PLP, followed by a description of the Hidden Markov Model classifier.
Section 4, Conclusions are provided based on a comparison of all of the two

methods of speech extraction mentioned above in the previous section.
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Figure 1 speech recognition system
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2. FRONT-END ANALYSIS
To generate the characteristic features of both training and testing data, the
acoustic signal was converted into a sequence of acoustic feature vectors using
PLP and RASTA-PLP [4].
2.1. Pre-processing
Before extracting the features from the speech signal, several steps were
performed, including signal to noise ratio, pre-emphasis, frame blocking, and
windowing [5].
2.1.1. Signal-to-Noise Ratio
As shown in Figure 2, the input speech signal has been digitally corrupted
by adding various types of realistic noises at SNRs ranging from 30dB to 5dB.

v_addnoise.mMatlab function
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Figure 1. Signal to noise ratio
2.1.2. Pre-emphasis
Pre-emphasis is used to flatten the speech spectrum and compensate for the
undesirable high frequency component of the speech signal [6]. The following
equation depicts the FIR filter's transfer function.
y[n] = x[n] — Ax[n—1]

&

Azzaytuna University Journal (46) Jun. 2023



Arabic Speech Recognition System in Noisy Environments (561 -572)

2.1.3. Blocking and Windowing

Discontinuity the signal at the start and end of each frame by hammering
windows typically 25 msec long with a 10 msec shift on pre-emphasized signal
y[n], as shown in figure 3.
w(n) = 0.54 — 0.46 cos (2nn/(N — 1))

Speech Frame Windowed S peech Signal
= = T

At
A

Figure 3. Hamming Window

2.2.  Feature extraction
A sequence of feature vectors contains a good representation of the input
speech signal by using a feature extraction technique to extract physical
characteristics, which is then used to classify and predict new words [7]. Several
feature extraction techniques are designed to generate 39 static and dynamic
coefficients using Matlab software package.
2.2.1. Perceptual Linear Prediction (PLP)

Based on linear LP analysis of speech, PLP is used to derive a more auditory-
like spectrum and calculate several spectral characteristics to match the human
auditory system using an autoregressive all-pole model. This type of feature
extraction is accomplished by making some assumptions about the psychophysical

characteristics of the human hearing process [8].
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Figure 4. Perceptual Linear Prediction (PLP)

2.2.2. RASTA-PLP
It is an enhanced version of traditional PLP method by filtering the time

nout © h Pree mphesis, Discrete Critical Bank Equal Loudness
F'S_ DEI'H m Frame Blocking | Fourier | analsis (Bark P re-emphazis
2T indowi S@le Warping) =[O =E{wlB[0uw]
|

trajectory in each spectral component [9]. RASTA designed a smooth over short-
term noise variations and remove any constant offset in the speech channel,

RASTA applies a special band-pass filter to each frequency subband.
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3. BACK-END ANALYSIS
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3.1.  Statistical Modelling process
HMM is used to model non-linearly aligning speech and estimate model
parameters [10]. Hidden states Q, observations O, transition probability A,

emission probability B, and initial state probability are the parameters of finite-
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state machines. HMM was used in this study to classify feature vectors and predict

the unknown word.
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Figure 6. Multi-dimensional Gaussians Hidden Markov Model
3.2.  Evaluation process
The probability of the observation sequence was computed using forward-
backward dynamic programming, as shown in Figure 6, and the result of the

possible state sequence paths was stored in a matrix.

P(O\1) = Z POa, =4) =2 a()p (i)

N
i=1
T

Mumber of States

Figure 7. Forward (o) and Backward (B) probability in each state
4. IMPLEMENTATION & RESULTS

In this study, a small vocabulary data set of (24 words * 3 times) Arabic
CVCVCV words is recorded from 19 adult male speakers (total 1368) then divided

into training and testing files, as illustrated in table 1.
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Table 1. CVCVCV Arabic words

No. Word No. Word No. Word No. Word

1 Js 7 Jsd 13 s 19 (s
2 & 8 Ja 14 & 20 0 o8
3 X9 Je 15 #2100 &
4 Chd 10 ba 16 Jee 22 A
5 Zx 11 & 17 X 230 K
6 G120 FzRA 18 AR 24 A

The proposed speech recognition model's performance was evaluated. PLP
and RASTA-PLP conventional feature extractions were trained and tested in noisy
conditions to find the best word recognition rate using a Multivariate Hidden
Markov Model (HMM) classifier. Several experiments are conducted in various
conditions with small vocabulary isolated words corpora (19 people *24 words *
3 times). Table-2 shows the resulting confidence level intervals for the obtained
recognition rate. All data were trained with four to ten states and modeled with an
eight-dimensional Gaussian Hidden Markov Model. Figure 7 depicts the
recognition rate obtained for each feature extraction method, whereas figure 8
reveals the overall recognition rate using PLP and RASTA-PLP features
percentage.

Table 2. Overall recognition rate using PLP features

State No. Total error count Total correct count Recognition rate
4 130 518 79.93
5 90 558 86.11
6 82 566 87.34
7 80 568 87.65
8 48 610 94.13
9 44 604 93.20
10 40 608 93.82
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Table 3. Overall recognition rate using RASTA-PLP features

State No. Total error count Total correct count Recognition rate
4 126 522 80.55
5 86 562 86.72
6 78 570 87.96
7 71 577 89.04
8 40 608 93.82
9 36 612 94.44
10 32 616 95.06

Overallrecognition rate using PLP & RASTA-PLP features %
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Fig. 8. Overall recognition rate using PLP & RASTA-PLP features
5. CONCLUSION

The goal of this study is to compare the performance of two feature
extraction techniques, PLP and RASTA-PLP, using a discrete-observation HMM-
based isolated word recognizer, implemented using MATLAB software package.
After dividing the audio signal into 4 to 10 different states and clustered by 8
Gaussian mixtures, the results show that the acoustic signals extracted using

RASTA-PLP granted the best recognition rate at 10 states and 8 Gaussian mixtures
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(95.06%), whereas PLP provided the highest recognition rate at 10 states and 8
Gaussian mixtures. According to several experiments, results show that RASTA-
PLP produced the best results because it applies a special band-pass filter to each
frequency sub-band to smooth over short-term noise variations and eliminating
any constant offset in the speech channel.
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